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Abstract—Medical imaging provides a non-invasive method to
diagnose, monitor and plan the treatment of disease inside the
human body. The increasing prevalence of radiological scanners
and prescription of their use has presented a significant challenge
for radiologists in accurately diagnosing disease whilst dealing
with a growing number of scans to review. Recent advances
in Artificial Intelligence (AI), especially in machine learning, is
enabling researchers to improve the patient experience, enhance
the planning of medical treatments and increase the rate of
examination of scans. In this study,a 2-dimensional (2D) U-net
based deep learning model was used to automatically segment five
organs of interest from Computed Tomography (CT) scans of the
thoracic region. Comparable results were achieved in comparison
to top seven models from a prior thoracic organ segmentation
challenge. The framework can perform the segmentation tasks
within 20 seconds, reducing workload for radiologists and
increasing throughput. This study shows that a simple U-net
framework can be sufficient for the task at hand rather than
pursuing much more complicated architectures, depending upon
the complexity of the problem. Furthermore, we investigated
the effect of 3D interpolation on dice scores in anticipation
of further research applications in mapping segments to a 3D
volume render. We find performance degradation with respect to
the dice score after mapping the masks to original dimensions.

Index Terms—U-net, Thorax, Organs, Segmentation, Interpo-
lation, Medical Imaging

I. INTRODUCTION

One of the main challenges in the medical field is to
diagnose disease and treat patients whilst minimising ad-
verse impacts from the diagnostic/treatment procedure(s). For
chronic and acute pathologies which present, and can im-
pact, internal anatomy, medical imaging technologies allow
clinicians to observe underlying phenomena inside the body
without using invasive procedures. There are various imaging
modalities for observing the different phenomenon in regions
of the human body, e.g., Magnetic Resonance Imaging (MRI)
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[2], CT [5], Positron Emission Tomography (PET) [4], X-
ray [3], ultrasound [6], etc. To facilitate diagnostic review of
the imaging data, segmentation is one of the crucial tasks in
medical imaging analysis. It provides the ability to segment
the region(s) of interest (ROI) such as particular tissue or
organs, benign or malignant tumors, etc. [1] and extract
these ROIs for further review and even creating 3D printing
biomodels for surgical planning. Despite being a crucial task,
manual segmentation is tiresome and time-consuming, which
makes accuracy susceptible to variation between different
raters [7]. By incorporating Al and machine learning for the
auto-segmentation algorithm, we can significantly reduce the
computation time, increase accuracy, and provide increased
capacity for the radiologist/rater. This work shows that a
comparable performance can be achieved by standard U-net
without complex architectural changes but by focusing on
other parameters such as loss, data augmentation, number of
layers, etc. The objective is to develop an automatic seg-
mentation model for five Organs At Risk (OARSs) in thoracic
CT scans: heart, lungs(left and right), spinal cord, esophagus.
Performance comparisons were made with the models reported
in the AAPM 2017 challenge [8].

II. RELATED WORKS

Earlier version of auto-segmentation algorithms were based
on directly exploiting/modeling the morphological information
in scans. These methods use intensity gradient and neigh-
borhood structures around organs of interest to define the
descriptors for boundaries [9]-[11], the performance of these
methods is greatly dependant upon a consistent appearance.
Besides methods based on mathematical modeling of the
organs, atlas-based segmentation approaches are also common.
These methods are relatively robust than the learning-based
methods [12] however the performance of these methods
is mainly subject to the quality of registration. Atlas-based
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Fig. 1. Diagram of general machine learning pipeline from import of dataset through to deployment of trained model

segmentation methods take a high processing time due to
recursive registration tasks. Deep learning (DL) based methods
are making the registration process computationally efficient
[13], [14]. Using these new models, atlas-based segmentation
methods have become much faster however the quality of
registration remains a core dependency for atlas-based seg-
mentation, restricting its use.

Among learning-based methods, DL-based segmentation
methods are performing well. DL-based methods can learn
features directly from large datasets. These methods are
mostly based on convolutional neural networks (CNNs). Fully
Convolutional Networks (FCNs) were first applied for image
segmentation [15] but the results were relatively blurry, later
the U-net [16] framework was proposed, which is a deep-
learning model based on an encoder-decoder structure with
the addition of skip connections. These skip connections are
important to provide semantic information during training
of the network. U-net got its popularity and many different
alterations in architectures are proposed like 3D U-net [17],
V-net [20], Dense U-net [18], MultiRes U-net [19], each
showing better results compare to others. Due to differences
in application, its difficult to make fair comparison [22].
[8] mentions the top seven best-performing methods used in
the AAPM 2017 Challenge. This challenge’s purpose was to
evaluate the performance of segmentation methods for thoracic
segmentation. Five of these methods are deep-learning based,
while remaining two methods are multi-atlas based segmenta-
tion. The top-performing approach used a 2.5D model with an
input size of 5x360x360 for lung segmentation and a 3D model
with an input size of 32x128x128 was trained for the rest of
the organs. The second-best performing method used a two-
step strategy; first, a 3D U-net is used to locate the structures
while the second 3D U-net is used to segment the organs.
The third placed approach used a 2D multi-class network
with fine-tuning of pre-trained network and loss function for
small structures. The summary of these prior methods and
their accuracy are provided in the results section and provide
a contextual understanding of the results we achieved through
our approach.

III. METHOD

A general ML pipeline is described in the Fig. 1. It
shows different steps through which a final model gets ready
to deploy. Some of the steps are covered in the following
sections.

A. DataSet

A dataset from auto-segmentation for thoracic radiation
treatment planning: a grand challenge at AAPM 2017 [8] is
used. The purpose of this challenge was to compare different
auto-segmentation models for five organs at risk (OARs) in
the thoracic region. A total of 36 CT volumes are provided
for training with a further 24 CT scans provided for testing
and validation. This CT-Scan data is publicly available with
segmentation masks of different thoracic regions including
heart, lung (left), lung (right), spinal cord, esophagus. The
scans in the dataset have varying slice thicknesses of 1 mm
(MSKCC), 2.5 mm (MDACC), and 3 mm (MAASTRO). The
number of slices is in the range from 103 to 279. Each slice
is having a dimension of 512x512 pixels (px) . Representative
sample images are shown in Fig. 2.

100 200 300 400 200 300 100 200 00 400 500

axial CT slice spinal cord right lung

100 200 300 400 100 200 300 100 200 300 400 500

left lung heart esophagus

Fig. 2. Sample axial slice and its respective masks for the five organs at risk.



B. Preprocessing and Data Augmentation

Preprocessing is one of the crucial parts of any machine
learning setup and is used to standardise and improve data
quality. During the preprocessing stage we cropped, nor-
malised and finally resized the data to meet the model’s
input layer size. The data was normalised to use a specific
Hounsfield Unity (HU) thresholding value and was resized
from the original slice size of 512 x 512 (px) to 256 x 256 (px).
Whilst the data has varying slice thicknesses, up to as much
as 3mm, to reduce the interpolation error, we did not resize
the data in the Z dimension. Whilst resizing in z-dimension
may not have caused any degradation to the performance,
we found that errors could be induced when registering the
predicted masks back to the source data if slice thickness was
normalised. The cause of these errors was not investigated as
part of this research and is an avenue for further research. For
training, we took 8 random axial slices for each batch, which,
at an input size of 256px x 256px x 8 equates to 524,288
voxels. Random translation, rotation, and brightness variation
transforms were applied as a data augmentation step.

C. Model

We used the famous U-net architecture. Originally devel-
oped for applications in microscopy, the U-net framework is a
deep learning model based on an encoder-decoder structure
with skip connections which is now regarded as a gold-
standard for biomedical image segmentation. The encoder
steps reduce the feature map in a step-wise manner to extract
the abstract information from the input whereas, the decoder
steps reconstruct the image guided by the loss function. In U-
net architecture, there are skip connections, which are crucial
in providing semantic information for the generation of the
required output image during training and inference time. We
have trained the network with the bottleneck of 1024 and 2048,
and with cross-entropy and dice losses. We also observed
the effect of reducing convolution layers in each encoding
and decoding step. A generic structure of U-net is shown in
Figure 3. The model was implemented through TensorFlow
2.2.0 package and trained on a GTX 1080 GPU [21]. Models
are trained using categorical cross entropy and dice based loss
function as shown in equation (1) and (2). Adam optimizer
with learning rate of 0.0001 is used for 100 epochs.
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IV. RESULTS & DISCUSSION
A. Quantitative & Qualitative Results

Quantitative results are shown in Table I. Dice, Hausdorff
distance (HD) and mean surface distances (MSD) are used as
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Fig. 3. Generic U-net architecture, with the variations mentioned in the
legend. There are eight models trained and tested.

metric. The table shows the resulting dice scores for different
organs based on bottleneck size, convolutional layer, and
losses. The first observation is that models do not perform
well for organs with a small cross-sectional area or with
less number of pixels when trained with cross-entropy loss,
however models trained with dice-based loss perform better
for small organs. This is due to the nature of the dice score
which is tackling the issue of the number of pixels per class.
Secondly, it can be observed that a reduction in the number
of convolution layers in both encoding and decoding paths
is detrimental to the performance. From Fig. 4, we can infer
from the overall results that training with dice-based loss is
better than cross-entropy, regardless of the small architectural
changes. While the performance of the models with two
convolution layers, trained with dice-based loss, are close to
each other regardless of the size of the bottleneck, the best
model in current experiments featured a bottleneck of 2048
with two convolution layers in encoding and decoding path
trained with dice-based loss.
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Fig. 4. mean dice score for each model based on ce and dice loss, number
of convolution layers and bottleneck size

Table II, provides a comparative analysis of the different
models from the AAPM 2017 Challenge. Despite the simple
architecture, when comparing using Mean Dice score, our
2D U-net model, would have placed fourth in the Challenge.



TABLE I
SEGMENTATION PERFORMANCE OF THE EIGHT DIFFERENT VARIANTS OF
U-NET FOR THE THORACIC ORGANS. THE RESULTS ARE EXPRESSED AS
MEAN + STANDARD DEVIATION FOR METRICS INCLUDING DICE
COEFFICIENT, HAUSDORFF DISTANCE (HD), AND MEAN SURFACE
DISTANCE (MSD)

Metric Model Organ |
SpinalCord Lungp Lungy, Heart Esophagus
Dice 1024 ce 0.794+£0.07 | 0.97£0.01 | 0.974£0.01 | 0.914+0.03 | 0.63+0.10
1024 dice 0.79£0.09 | 0.9740.02 | 0.97£0.01 | 0.90+0.03 | 0.69+0.09
1024 lessconv ce 0.76£0.11 | 0.9640.02 | 0.96£0.01 | 0.90+0.03 | 0.63£0.08
1024 lessconv dice | 0.80£0.09 | 0.974+0.01 | 0.97+0.01 | 0.89+0.04 | 0.66+0.09
2048 ce 0.794£0.09 | 0.96+£0.02 | 0.97£0.01 | 0.914+0.02 | 0.63%0.11
2048 dice 0.80+0.10 | 0.97£0.01 | 0.964+0.02 | 0.924+0.02 | 0.69+0.09
2048 lessconv ce 0.77£0.10 | 0.97£0.01 | 0.974+0.01 | 0.8940.05 | 0.56+0.15
2048 lessconv dice | 0.80£0.10 | 0.974+0.02 | 0.974+0.01 | 0.88+0.05 | 0.66=+0.10
HD 1024 ce 19.4£17.0 | 22.6£29.1 | 22.3+353 | 9.90£10.5 | 9.41£5.19
1024 dice 17.8+16.9 | 6.48+4.63 | 8.74+£14.1 | 5.9942.34 | 10.4+5.24
1024 lessconv ce 37.84£28.9 | 49.8+23.5 | 44.4435.1 10.1+9.64 | 20.1£17.7
1024 lessconv dice | 20.5£19.9 | 8.93+14.2 | 16.6+20.9 | 7.98+3.56 | 12.7£9.08
2048 ce 17.0+15.3 | 9.79+£7.89 | 7.78£6.79 | 8.26+4.66 | 11.447.63
2048 dice 17.2+15.2 | 6.89+7.12 | 7.48+5.69 | 7.184+3.71 10.3+5.55
2048 lessconv ce 17.6+15.0 | 5.87+£3.58 | 8.35£12.1 | 6.91£3.73 | 10.245.59
2048 lessconv dice | 15.9416.1 | 7.83£6.20 | 14.8426.6 | 6.26+2.00 | 11.5£7.55
MSD 1024 ce 1.27+1.22 | 0.3240.19 | 0.23£0.12 | 1.11£0.51 1.10+0.62
1024 lessconv dice 1.55+1.73 | 0.324£0.22 | 0.28+0.19 | 1.04+0.46 | 0.8940.57
1024 lessconv ce 2.46+2.17 | 0.65£0.47 | 0.65+0.65 | 1.144+0.50 | 1.354+0.80
1024 lessconv dice | 1.47£1.72 | 0.2840.19 | 0.30+0.27 | 1.26+0.57 | 1.05£0.70
2048 ce 1.59£1.82 | 0.374£0.21 | 0.26+0.11 | 1.04+£0.42 | 1.11+0.74
2048 dice 1.65£1.89 | 0.2940.19 | 0.31+0.28 | 0.92£0.35 | 0.9440.63
2048 lessconv ce 1.79£1.99 | 0.27£0.18 | 0.22+0.09 | 1.25£0.69 | 1.47+1.01
2048 lessconv dice 1.56+1.79 | 0.31£0.20 | 0.29+0.24 | 1.30£0.62 | 1.0941.03
TABLE II
COMPARISON AMONG TOP PERFORMING MODELS IN THE AAPM
CHALLENGE
Method | Training Time | Inference Time Run-time Mean Dice
DL-1 3 days 30 sec Titan X 12GB 0.889
DL-2 2 days 10 sec Titan Xp 12GB 0.88
DL-3 >7 days 6 min GTx 1050 2GB 0.88
Ours 20 hrs 20 sec/ 35 sec | GTX 1080/ CPU 2.2 GHz | 0.87
MAC-1 - 8 hrs - 0.87
DL-4 14 days 2 min k40 0.85
MAC-2 - 5 min - 0.85
DL-5 4 hrs 2 min pascal 0.82

Furthermore, we achieved this result with a training time that
was less than one-third that of the top-performing methods
and achieved an inference time which would have been second
fastest on GPU-based runtime and third fastest on CPU-based
runtime.

In Fig. 5, sample segmented masks for each OAR are shown
in separate columns representing a series of individual CT
images in the Z-plane. Fig. 6 shows the masks overlaid on
a single gray scale input slice. Figure 7 demonstrates a 3D
visualisation of the segmented organs.

B. Effects of Z-dimension Interpolation on Dice Score

We also explored the effect of interpolation on Dice scores,
which involves generating interpolated images / slices to
provide greater accuracy in the inferred masks. However,
particularly for 3D U-net, input volumes need to be resized to
match the fixed input size layer and to fit the model in GPU
memory. Resizing the raw data in the Z-dimension is found to
cause an issue, when attempting to register generated masks
back to the raw data, we are not able to accurately generate
the interpolated slices which are lost during the preprocessing
stage. For the general task of population studies or diagnosis,
using large slice thicknesses is recommended to minimise radi-
ation exposure, however for surgery planning and radiotherapy,
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Fig. 5. Sample axial slices and its respective segmented masks for five organs.
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Fig. 6. Sample axial slice and its respective overlay masks for five organs.

the source data must use smaller slice thicknesses so that the
region of interest can be precisely segmented. Fig. 8 shows
the trend, where the volume is first down-sampled to 132, 122,
112, 102, 92, 82, 72 slices in the Z-dimension and then resized
to original depth. X and Y dimensions are kept the same at
512 x 512 pixels. The Dice score is computed between original
volume and resized volume and it is possible to see a clear
decrease in dice score as we move towards the right in the bar
graph. The table in figure 8 shows the average dice score of
each organ, whereas the bar plot shows mean dice score over
all five organs for each case separately.

V. CONCLUSION & FUTURE DIRECTIONS

In conclusion, we show that a simple deployment of 2D U-
net can deliver comparable performance with a less complex
architecture for thoracic organ segmentation which can be
deployed on a single GPU or CPU. The combination of
relatively light and fast model is good for real-time patient
handling, speed-up the radiologist task without demand of high
computational resources. Overall 2D U-net based framework is



Fig. 7. (left) Raw 3D plot of segmented organs, (right) 3D STL file view of
segmented organs
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Fig. 8. Effect of interpolation in Z-dimension on dice score

capable of attaining relative results in comparison with the top
seven methods rated by the AAPM Challenge. We demonstrate
that comparative performance can be achieved without major
architectural changes but with the right choice of the loss
function and the addition or removal of convolutional layers.
Complex architectural changes can be made, and they can be
effective depending upon the complexity of the task. In [§]
and in our experimentation , dice score range for esophagus
is between 0.55-0.72, while the inter-rater difference in dice
score for esophagus is 0.81. The exact reason for the reduced
dice score across all the models need further investigation. It
can be due to the class pixel imbalance or due to less contrast
with the surrounding tissues as compare to the spinal cord.
Although both have almost same cross sectional area, spinal
cord is having relatively much better dice score, due high

contrast with its surroundings.

We further explore the effect of resizing/interpolation of
3D CT-scan on dice score. For diagnosis and population
studies, it may not cause any problem. But, for precise tasks
such as radiotherapy, removal of a tumor, surgery planning,
etc., it would be favorable to avoid these errors and precise
masks which would accurately overlay the original image are
desirable [23]. We also notice a degradation in performance
if resize the slice itself in the x-y plane, without any resizing
in z-dimension. We propose that high-resolution segmentation
frameworks or frameworks which are independent of resizing
the volumes would be a possible future research direction,
targeting towards the improvement of treatment procedures.
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